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#### Abstract

We propose a method based on quadratic programming for learning control-oriented models of physical systems for which limited data from only one trajectory is available. To this end, we take advantage of the principle of least action ${ }^{1}$ from physics. We propose two methods based on quadratic programming to approximate either the Lagrangian or the Hamiltonian of the system from data. We show how these learning methods can accommodate symmetries about the underlying system, if they are known a priori. Furthermore, we incorporate the error in the approximation to build a data-driven differential inclusion, that is suitable for control purposes. We illustrate the results by two examples.


## I. INTRODUCTION

Methods such as deep learning and reinforcement learning have been successful in modeling and controlling many dynamical systems [1], [2]. For such methods to achieve acceptable performance, we often require multiple system runs (trajectories from different initial conditions) over long time spans, i.e., large sums of data. However, for a relatively broad class of systems, collecting large sums of data can be too cumbersome or not economically efficient. The scarcity of the available data is particularly noticeable for safetycritical systems. For instance, it is not practically possible to test and collect data from all possible aircraft failure scenarios [3]. Furthermore, for safety-critical systems, we need to approximate a model that can be used for control purposes without incurring high computational cost (as opposed to conventional learning methods).

In the control literature, system analysis based on inputoutput data or input-state data is not new. System identification techniques [4] have looked into the problem of finding a model of the system based on data. Yet, the available methods are either data-hungry or computationally expensive (especially if they require a validation stage).

Incorporating the underlying physics of the unknown system has shown to be useful in modeling the dynamics based on trajectory data. Two recent studies in this area are [5] and [6]. Although the method in [6] extracts all physical laws that govern the system, but it requires hours of computation on multi-processor computers. The approach in [5], on the other hand, provides an algorithm to find the Lagrangian $\mathcal{L}$ of a system from single trajectory data based on the solution to

[^0]a nonlinear optimization problem, which lacks scalability and convergence guarantees [7]. Furthermore, in [8], a method for identifying discrete Lagrangian mechanics was formulated, when the underlying dynamics evolve sufficiently close to some manifold in the configuration space. The authors also proposed a method for bounding the error bounds using techniques from reproducing kernel Hilbert spaces. Nonetheless, similar to [5] and [6], the approach in [8] also requires collecting large sum of data that may not be available in several scenarios.

Constructing Lagrangian or Hamiltonians of physical systems are important from a control perspective. In this respect, significant research has been carried out to address the control problem of Lagrangian and Hamiltonian systems [9], [10], [11], [12], [13], [14]. Most of these methods are concerned with designing tracking controllers such that the Hamiltonian has an assigned minimum corresponding to the reference trajectory. In [10, Proposition 7], an LMI formulation for stabilization is proposed based on the results of Ortega [13], [14] for linear port-Hamiltonian systems (Hamiltonian systems with inputs and outputs).

In this paper, we formulate a method based on quadratic programming to approximate the Lagrangian or the Hamiltonian of a system from limited data from a single trajectory. The proposed approach is not data hungry and, due to its quadratic programming formulation, scale very well with the the number of states. If some a priori knowledge about the symmetries is available, we show that it can be added as a set of linear constraints to the quadratic programs. We further demonstrate how the approximation errors can be bounded and used to construct data-driven differential inclusions that can be used for control purposes, such as safety analysis [15]. We elucidate the proposed method by two examples, namely, the Duffing oscillator and the Acrobot.

The paper is organized as follows. The next section presents the notation and a brief introduction to Lagrangian and Hamiltonian mechanics. In Section III, we propose a method based on convex optimization (quadratic programming) to approximate the Lagrangian and the Hamiltonian. Section IV discusses how we can bound the approximation errors. In Section V, we formulate data-driven differential inclusions based on the approximated dynamics and the error bounds. Two examples are studied in Section VI to illustrate the proposed methods in the paper. Finally, Section VII concludes the paper and provides directions for future research.

## II. Preliminaries

Notation: $\mathbb{R}_{\geq 0}$ denotes the set $[0, \infty) .\|\cdot\|$ denotes the Euclidean vector norm on $\mathbb{R}^{n}$ and $\langle\cdot\rangle$ the inner product. For
$A \in \mathbb{R}^{m \times n}, A^{\prime} \in \mathbb{R}^{m \times n}$ denotes its transpose and $\left.A\right|_{k}$ its $k$ th row. For a function $f: A \rightarrow B, f \in L^{p}(A, B), 1 \leq p<$ $\infty$, implies that $\left(\int_{A}|f(t)|^{p} d t\right)^{\frac{1}{p}}<\infty$ and $\sup _{t \in A}|f(t)|<$ $\infty$ for $p=\infty$.

## A. Lagrangian and Hamiltonian Mechanics

We provide a brief introduction to Lagrangian and Hamiltonian mechanics. Our notation in the sequel follows [16] and [17].

Let $Q \subset \mathbb{R}^{n}$ be an $n$-dimensional configuration manifold with local coordinates $q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{\prime}$ and $T Q$ the corresponding tangent bundle (the state space). The Lagrangian $\mathcal{L}\left(q_{1}, q_{2}, \ldots, q_{n}, \dot{q}_{1}, \ldots, \dot{q}_{n}\right), \mathcal{L}: T Q \rightarrow \mathbb{R}$, is a twice differentiable function that satisfies the Euler-Lagrange equations

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}}\right)-\frac{\partial \mathcal{L}}{\partial q}=B(q) u \tag{1}
\end{equation*}
$$

where $B(q) u$ represents the external forces. Throughout this paper, we assume $u \in L^{\infty}([0, \infty), U)$, with $U$ being the control manifold. For simple mechanical systems, the Lagrangian is the difference between the (positive semidefinite) kinetic energy $\mathcal{K}$ and the potential energy $\mathcal{P}$

$$
\begin{equation*}
\mathcal{L}=\mathcal{K}-\mathcal{P} \tag{2}
\end{equation*}
$$

Given the Lagrangian, we can find the system dynamics by solving (1) for each local coordinates The system is referred to as fully-actuated, if $\operatorname{rank}[B(q)]=n$, and, underactuated, if $\operatorname{rank}[B(q)]<n$. In other words, under-actuated systems are mechanical systems that have fewer actuators than configuration variables.

At this point, let $T^{*} Q$ to be the cotangent bundle of $Q$. The Hamiltonian is a function $\mathcal{H}: T^{*} Q \rightarrow \mathbb{R}$. We define the local coordinates on $T^{*} Q$ to be the pair $(q, p) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$, where $p$ is referred to as the generalized momenta defined as $p_{i}=\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}$. We can calculate the Hamiltonian of the system from Lagrangian using the so called Legendre transform as

$$
\begin{equation*}
\mathcal{H}(q, p)=\sum_{i=1}^{n} \frac{\partial \mathcal{L}(q, \dot{q})}{\partial \dot{q}_{i}} \dot{q}_{i}-\mathcal{L}(q, \dot{q}) \tag{3}
\end{equation*}
$$

Once the Hamiltonian is known, we can obtain the dynamics of the system as

$$
\left[\begin{array}{l}
\dot{p}  \tag{4}\\
\dot{q}
\end{array}\right]=\left[\begin{array}{c}
-\frac{\partial \mathcal{H}(q, p)}{\partial q} \\
\frac{\partial \mathcal{H}(q, p)}{\partial p}
\end{array}\right]+\left[\begin{array}{c}
B(q) \\
0
\end{array}\right] u .
$$

## III. Control-Oriented Learning via Convex Optimization

## A. Lagrangian Approximation

In this section, we propose a method for approximating the Lagrangian of a physical system from data. That is, given $\left\{t_{i}, u\left(t_{i}\right), q\left(t_{i}\right), \dot{q}\left(t_{i}\right), \ddot{q}\left(t_{i}\right)\right\}_{i=1}^{N}$, find an approximated Lagrangian $\hat{\mathcal{L}}(q, \dot{q})$ of the system. We consider the following structure

$$
\begin{equation*}
\hat{\mathcal{L}}(q, \dot{q})=\sum_{i=1}^{d} \alpha_{i} \phi_{i}(q, \dot{q}), \tag{5}
\end{equation*}
$$

where $\phi_{i}(q, \dot{q}), i=1, \ldots, d$ are a set of twice differentiable basis functions, e.g. polynomial or Chebyshev basis, and $\alpha_{i}$, $i=1, \ldots, d$, a set of constants. Substituting (5) in (1) yields

$$
\begin{array}{r}
\frac{d}{d t}\left(\frac{\partial\left(\sum_{i=1}^{d} \alpha_{i} \phi_{i}(q, \dot{q})\right)}{\partial \dot{q}}\right)-\frac{\partial\left(\sum_{i=1}^{d} \alpha_{i} \phi_{i}(q, \dot{q})\right)}{\partial q} \\
=\sum_{i=1}^{d} \alpha_{i} \frac{d}{d t}\left(\frac{\partial\left(\phi_{i}(q, \dot{q})\right)}{\partial \dot{q}}\right)-\sum_{i=1}^{d} \alpha_{i} \frac{\partial\left(\phi_{i}(q, \dot{q})\right)}{\partial q} \\
\quad=\sum_{i=1}^{d} \alpha_{i}\left(\frac{d}{d t}\left(\frac{\partial\left(\phi_{i}(q, \dot{q})\right)}{\partial \dot{q}}\right)-\frac{\partial\left(\phi_{i}(q, \dot{q})\right)}{\partial q}\right) . \tag{6}
\end{array}
$$

We define the following cost function

$$
\begin{gather*}
J_{k}(\alpha, t):=\sum_{i=1}^{d} \sum_{j=1}^{n} \alpha_{i}\left(\frac{\partial^{2} \phi_{i}(q, \dot{q})}{\partial \dot{q}_{j} \partial q_{k}} \dot{q}_{k}+\frac{\partial^{2} \phi_{i}(q, \dot{q})}{\partial \dot{q}_{j} \partial \dot{q}_{k}} \ddot{q}_{k}\right) \\
-\left.B(q) u(t)\right|_{k}-\sum_{i=1}^{d} \alpha_{i} \frac{\partial \phi_{i}(q, \dot{q})}{\partial q_{k}}, \quad k=1,2, \ldots, n \tag{7}
\end{gather*}
$$

where we computed the time-derivative in the last line of (6) to obtain the right-hand side of (7). Define the following aggregate objective function

$$
J(\alpha)=\frac{1}{N} \sum_{i=1}^{N} J^{\prime}\left(\alpha, t_{i}\right) J\left(\alpha, t_{i}\right)
$$

where $J\left(\alpha, t_{i}\right)=\left(J_{1}\left(\alpha, t_{i}\right), \ldots, J_{n}\left(\alpha, t_{i}\right)\right)^{\prime}$. Note that each $J_{k}\left(\alpha, t_{i}\right)$ is an affine function of $\alpha ;(\cdot)^{2}$ is a strictly convex, non-decreasing function, and the sum of a set of convex functions is convex; hence, $J(\alpha)$ is a convex function of $\alpha$. Furthermore, by the second derivative test, one can show that $J(\alpha)$ is in fact strictly convex.

Therefore, given $\left\{t_{i}, u\left(t_{i}\right), q\left(t_{i}\right), \dot{q}\left(t_{i}\right), \ddot{q}\left(t_{i}\right)\right\}_{i=1}^{N}$, it suffices to solve the following convex optimization problem to find an approximated Lagrangian

$$
\begin{equation*}
\min _{\alpha} J(\alpha) \tag{8}
\end{equation*}
$$

Note that the above optimization problem is indeed a quadratic program, since $J(\alpha)$ is a quadratic function of the parameters $\alpha$. That is, it can be written as

$$
\min _{\alpha} \alpha^{\prime} Q \alpha+c^{\prime} \alpha
$$

where $Q$ is a positive definite matrix due to the fact that $J(\alpha)$ is a strictly convex function. Furthermore, in order to avoid the trivial solution $\hat{\mathcal{L}}=0$ which corresponds to $\alpha \equiv$ 0 , without loss of generality, we add the linear constraint $\sum_{i} \alpha_{i} \geq \mu$, where $\mu>0$ is a small preset constant.

For positive definite $Q$, the ellipsoid method can be used to solve the quadratic program in polynomial time [18]. This can be compared to the nonlinear optimization formulation solved by the Nelder-Mead method in [5], which can take an enormous amount of iterations with negligible improvement in function value [7].

## B. Hamiltonian Approximation

Similar to the previous section, we now describe a method based on convex optimization to approximate the Hamiltonian from data. That is, given $\left\{t_{i}, u\left(t_{i}\right), q\left(t_{i}\right), \dot{q}\left(t_{i}\right), p\left(t_{i}\right), \dot{p}\left(t_{i}\right)\right\}_{i=1}^{N}$, find an approximated Hamiltonian $\hat{\mathcal{H}}(q, p)$ of the system. Once this Hamiltonian is found, the estimated dynamics of the system can be found by (4).

We consider a the following parametrization for approximating the Hamiltonian

$$
\begin{equation*}
\hat{\mathcal{H}}(q, p)=\sum_{i=1}^{d} \alpha_{i} \phi_{i}(q, p) \tag{9}
\end{equation*}
$$

Substituting the above parametrized Hamiltonian in (4) yields

$$
\begin{align*}
\dot{p} & =-\sum_{i=1}^{d} \alpha_{i} \frac{\partial \phi_{i}(q, p)}{\partial q}+B(q) u \\
\dot{q} & =+\sum_{i=1}^{d} \alpha_{i} \frac{\partial \phi_{i}(q, p)}{\partial p} \tag{10}
\end{align*}
$$

We also define the following functions

$$
\begin{aligned}
& L_{k, p}(\alpha, t):=\dot{p}_{k}+\sum_{i=1}^{d} \alpha_{i} \frac{\partial \phi_{i}(q, p)}{\partial q_{k}}-\left.B(q) u(t)\right|_{k}, \\
& L_{k, q}(\alpha, t):=\dot{q}_{k}-\sum_{i=1}^{d} \alpha_{i} \frac{\partial \phi_{i}(q, p)}{\partial p_{k}},
\end{aligned}
$$

for $k=1,2, \ldots, n$. Then, the following convex aggregate objective function can be defined

$$
\begin{equation*}
L(\alpha)=\frac{1}{N} \sum_{i=1}^{N}\left(L_{p}^{\prime}\left(\alpha, t_{i}\right) L_{p}\left(\alpha, t_{i}\right)+L_{q}^{\prime}\left(\alpha, t_{i}\right) L_{q}\left(\alpha, t_{i}\right)\right) \tag{11}
\end{equation*}
$$

Then, given the data $\left\{t_{i}, u\left(t_{i}\right), q\left(t_{i}\right), \dot{q}\left(t_{i}\right), p\left(t_{i}\right), \dot{p}\left(t_{i}\right)\right\}_{i=1}^{N}$, it suffices to solve the following convex optimization problem to find the approximated Hamiltonian

$$
\begin{equation*}
\min _{\alpha} L(\alpha) \tag{12}
\end{equation*}
$$

Note that, similar to (8), (12) is also a quadratic program.

## C. Incorporating Symmetries: Noether's Theorem

Conservation laws are ubiquitous in physical systems. Once a conservation law about a physical system is known, the derivation of the equations describing the dynamics of the system may become less involved. An important result in physics, which relates the existence of conservation laws to symmetries ${ }^{2}$, is Noether's (first) Theorem [19], i.e., every differentiable symmetry of the action of a physical system has a corresponding conservation law.

We consider three classes of symmetries:

[^1]- If the system is subject to space translational symmetry in a coordinate $q_{i}$, i.e., $\frac{\partial \mathcal{L}}{\partial q_{i}}=0$, we have the conservation of momentum in that direction

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}\right)=\frac{d p_{i}}{d t}=0 \tag{13}
\end{equation*}
$$

- If the system is subject to temporal translational symmetry, i.e., $\frac{\partial \mathcal{L}}{\partial t}=0$, we have the conservation of energy (Hamiltonian)

$$
\begin{equation*}
\frac{d}{d t}\left(\sum_{i=1}^{n} \frac{\partial \mathcal{L}}{\partial \dot{q}_{i}} \dot{q}_{i}-\mathcal{L}\right)=\frac{d \mathcal{H}}{d t}=0 \tag{14}
\end{equation*}
$$

- Similarly, if the system is subject to rotational symmetry in the generalized coordinate $q_{i}$, we can show that the angular momentum is conserved

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}} \cdot\left(\vec{n} \times q_{i}\right)\right)=\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}} \cdot\left(\vec{n} \times q_{i}\right)\right) \\
= & \frac{d}{d t}\left(\vec{n} \cdot\left(q_{i} \times \frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}\right)\right)=\frac{d}{d t}\left(\vec{n} \cdot\left(q_{i} \times p_{i}\right)\right)=0 \tag{15}
\end{align*}
$$

where $\vec{n}$ is the unit vector on the axis of rotation.
If any of the above symmetries is known a priori about the system, either equations (13), (14) or (15), depending on the symmetry, can be added as a linear constraint to the quadratic programs (8) and (12).

## IV. Bounding Approximation Errors

Although optimization problems (8) and (12) are convex programs, their solution may not lead to the actual Lagrangian and Hamiltonian, respectively, of the system. These discrepancies are not only due to the lack of complete information about the system trajectory (limited available data), but also can result from the number of basis functions considered (and the type of basis functions e.g. polynomial, Chebyshev and etc.). Next, we delineate a method to find bounds on the approximation errors from the convex programs.

## A. Lagrangian Case

We now show that the error between the approximated Lagrangian and the actual Lagrangian can be represented by an external force exerted to the system. Let $\Delta \mathcal{L}(q, \dot{q})$ denote the error in the Lagrangian estimation. We have $\mathcal{L}(q, \dot{q})=$ $\hat{\mathcal{L}}(q, \dot{q})+\Delta \mathcal{L}(q, \dot{q})$. Taking the variation $\delta$ from both sides of the above equation gives

$$
\begin{align*}
\delta \mathcal{L}(q, \dot{q})=\delta(\hat{\mathcal{L}}(q, \dot{q})+\Delta & \mathcal{L}(q, \dot{q})) \\
& =\delta \hat{\mathcal{L}}(q, \dot{q})+\delta \Delta \mathcal{L}(q, \dot{q}) \tag{16}
\end{align*}
$$

From (1), we know that $\delta \mathcal{L}(q, \dot{q})=B(q) u$. Therefore, we obtain

$$
\begin{equation*}
B(q) u=\frac{d}{d t}\left(\frac{\partial \hat{\mathcal{L}}}{\partial \dot{q}}\right)-\frac{\partial \hat{\mathcal{L}}}{\partial q}+\delta \Delta \mathcal{L}(q, \dot{q}) \tag{17}
\end{equation*}
$$

That is, $\quad-\delta \Delta \mathcal{L}(q, \dot{q})=\frac{d}{d t}\left(\frac{\partial \hat{\mathcal{L}}}{\partial \dot{q}}\right)-\frac{\partial \hat{\mathcal{L}}}{\partial q}-B u$. Defining $\varepsilon_{L}(q, \dot{q}, \ddot{q}):=-\delta \Delta \mathcal{L}(q, \dot{q}) \in \mathbb{R}^{n}$, we have

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \hat{\mathcal{L}}}{\partial \dot{q}}\right)-\frac{\partial \hat{\mathcal{L}}}{\partial q}-B u=\varepsilon_{L}(q, \dot{q}, \ddot{q}) \tag{18}
\end{equation*}
$$

which implies that the error between the actual Lagrangian $\mathcal{L}$ and the Lagrangian estimated from data $\hat{\mathcal{L}}$ can be characterized as an external force acting on the approximated system. Furthermore, we infer

$$
\begin{equation*}
\left|\frac{d}{d t}\left(\frac{\partial \hat{\mathcal{L}}}{\partial \dot{q}}\right)-\frac{\partial \hat{\mathcal{L}}}{\partial q}-B u\right|=\left|\varepsilon_{L}(q, \dot{q}, \ddot{q})\right| \leq \sup _{q, \dot{q}, \dot{q}} \varepsilon_{L}(q, \dot{q}, \ddot{q}) \tag{19}
\end{equation*}
$$

where the supremum is element-wise. Note that if the optimal solution to problem (8) is $\gamma^{*}=0$, then $\left.\varepsilon_{L}\right|_{\left\{t_{i}, q\left(t_{i}\right), \dot{q}\left(t_{i}\right), \ddot{q}\left(t_{i}\right)\right\}_{i=1}^{N}}=0$. Hence, $J\left(\alpha, t_{i}\right)=$ $\varepsilon_{L}\left(q\left(t_{i}\right), \dot{q}\left(t_{i}\right), \ddot{q}\left(t_{i}\right)\right)$. However, due to the finiteness of the parametrization of $\hat{\mathcal{L}}, \gamma^{*}$ is often non-zero. With $\gamma^{*} \neq 0$, we have

$$
\begin{aligned}
\frac{1}{N} \sum_{i=1}^{N} J^{\prime}\left(\alpha, t_{i}\right) & J\left(\alpha, t_{i}\right) \\
& =\frac{1}{N} \sum_{i=1}^{N}\left|\varepsilon_{L}\left(q\left(t_{i}\right), \dot{q}\left(t_{i}\right), \ddot{q}\left(t_{i}\right)\right)\right|^{2} \leq \gamma^{*}
\end{aligned}
$$

which imples $\sup _{i \in\{1,2, \ldots, N\}}\left|\varepsilon_{L}\left(q\left(t_{i}\right), \dot{q}\left(t_{i}\right), \ddot{q}\left(t_{i}\right)\right)\right| \leq \sqrt{\gamma *}$. Consequently,

$$
\underline{\varepsilon}_{L} \leq \varepsilon_{L} \leq \bar{\varepsilon}_{L}
$$

where $\underline{\varepsilon}_{L}=-\sqrt{\gamma *} 1_{n}$ and $\bar{\varepsilon}_{L}=\sqrt{\gamma *} 1_{n}$.

## B. Hamiltonian Case

To see the effect of the error in approximating the Hamiltonian, we substitute $\mathcal{H}=\hat{\mathcal{H}}+\Delta \mathcal{H}$ in (4) to obtain

$$
\left[\begin{array}{c}
\dot{p}  \tag{20}\\
\dot{q}
\end{array}\right]=\left[\begin{array}{c}
-\frac{\partial \hat{\mathcal{H}}(q, p)}{\partial q} \\
\frac{\partial \hat{\mathcal{H}}(q, p)}{\partial p}
\end{array}\right]+\left[\begin{array}{c}
B(q) \\
0
\end{array}\right] u+\left[\begin{array}{c}
-\frac{\partial \Delta \mathcal{H}(q, p)}{\partial q} \\
\frac{\partial \Delta \mathcal{H}(q, p)}{\partial p}
\end{array}\right] .
$$

Defining $\varepsilon_{H}(q, p)=\left[\begin{array}{c}-\frac{\partial \Delta \mathcal{H}(q, p)}{\partial q} \\ \frac{\partial \Delta \mathcal{H}(q, p)}{\partial p}\end{array}\right]$, we have

$$
\left[\begin{array}{c}
\dot{p}  \tag{21}\\
\dot{q}
\end{array}\right]=\left[\begin{array}{c}
-\frac{\partial \hat{\mathcal{H}}(q, p)}{\partial q} \\
\frac{\partial \hat{\mathcal{H}}(q, p)}{\partial p}
\end{array}\right]+\left[\begin{array}{c}
B(q) \\
0
\end{array}\right] u+\varepsilon_{H}
$$

Therefore, the influence of the error in Hamiltonian approximation can be viewed as the model being subject to the disturbance $\varepsilon_{H}$. Let $\gamma^{*}$ be the solution to quadratic program (12) with $L(\alpha)$ defined as (11). Then, we have

$$
\frac{1}{N} \sum_{i=1}^{N}\left(L_{p}^{\prime}\left(\alpha, t_{i}\right) L_{p}\left(\alpha, t_{i}\right)+L_{q}^{\prime}\left(\alpha, t_{i}\right) L_{q}\left(\alpha, t_{i}\right)\right) \leq \gamma^{*}
$$

which in turn implies that

$$
\sup _{i \in\{1, \ldots, N\}}\left(\left|L_{p}\left(\alpha, t_{i}\right)\right|^{2}+\left|L_{q}\left(\alpha, t_{i}\right)\right|^{2}\right) \leq \gamma^{*}
$$

Without loss of generality, we assume the error is divided equally between the $p$ and $q$ dynamics.

That is, to say $\sup _{i \in\{1, \ldots, N\}}\left|L_{p}\left(\alpha, t_{i}\right)\right|^{2} \leq \frac{\gamma^{*}}{2}$ and $\sup _{i \in\{1, \ldots, N\}}\left|L_{q}\left(\alpha, t_{i}\right)\right|^{2} \leq \frac{\gamma^{*}}{2}$. Then, following the same lines as of the derivation detailed in the previous section, we obtain

$$
\underline{\varepsilon}_{H} \leq \varepsilon_{H} \leq \bar{\varepsilon}_{H}
$$

with $\underline{\varepsilon}_{H}=-\sqrt{\frac{\gamma^{*}}{2}} 1_{2 n}$ and $\bar{\varepsilon}_{H}=\sqrt{\frac{\gamma^{*}}{2}} 1_{2 n}$.

## V. Data-Driven Differential Inclusions

In this section, we build differential inclusion descriptions of the system dynamics using the approximated Lagrangian (as described in Section III-A) and the approximated Hamiltonian (as described in Section III-B).

## A. Lagrangian System

Given the approximated $\hat{\mathcal{L}}$ in the form of (5), we can estimate the underlying dynamics as

$$
\begin{equation*}
M(q, \dot{q}) \ddot{q}+C(q, \dot{q}) \dot{q}+V(q, \dot{q})=B(q) u \tag{22}
\end{equation*}
$$

where

$$
M_{k j}=\sum_{i=1}^{d} \alpha_{i} \frac{\partial^{2} \phi_{i}(q, \dot{q})}{\partial \dot{q}_{j} \partial \dot{q}_{k}}, \quad(j, k) \in\{1,2, \ldots, n\}^{2}
$$

is a symmetric matrix, and

$$
\begin{aligned}
C_{k j} & =\sum_{i=1}^{d} \alpha_{i} \frac{\partial^{2} \phi_{i}(q, \dot{q})}{\partial \dot{q}_{j} \partial q_{k}}, \quad(j, k) \in\{1,2, \ldots, n\}^{2} \\
V_{k} & =-\sum_{i=1}^{d} \alpha_{i} \frac{\partial \phi_{i}(q, \dot{q})}{\partial q_{k}}, \quad k \in\{1,2, \ldots, n\} .
\end{aligned}
$$

For physical systems, the matrix $M$ is called the inertial matrix and $M$ is positive definite and symmetric [20, Chapter 4]. Multiplying both sides of (22) from left by $M^{-1}$, we have

$$
\begin{align*}
\ddot{q}=-M^{-1} & (q, \dot{q}) C(q, \dot{q}) \dot{q} \\
& -M^{-1}(q, \dot{q}) V(q, \dot{q})+M^{-1}(q, \dot{q}) B(q) u \tag{23}
\end{align*}
$$

Taking into account the error in approximating the Lagrangian and using a construction analogous to [15], we obtain

$$
\begin{equation*}
\ddot{q} \in \operatorname{co}\{F\}(q, \dot{q}, u), \quad t \geq t_{N} \tag{24}
\end{equation*}
$$

subject to the initial conditions $q\left(t_{N}\right)$ and $\dot{q}\left(t_{N}\right)$, where the set-valued map $F: T Q \times U \rightarrow 2^{T Q}$ is given by

$$
\begin{align*}
& F:(q, \dot{q}) \mapsto-M^{-1}(q, \dot{q}) C(q, \dot{q}) \dot{q}-M^{-1}(q, \dot{q}) V(q, \dot{q}) \\
&+M^{-1}(q, \dot{q}) B(q) u+M^{-1} \varepsilon_{L}, \\
& \varepsilon_{L} \in\left(\varepsilon_{L}, \bar{\varepsilon}_{L}\right), \tag{25}
\end{align*}
$$

where the bounds $\underline{\varepsilon}_{L}$ and $\bar{\varepsilon}_{L}$ are computed as described in Section IV-A.

Figure 1 illustrates the solution set of the differential inclusion (24) for a system with 1-dimensional configuration space and constant inertial matrix $M$. In Appendix A, we compute how the error bounds evolve with respect to $t \geq t_{N}$. In general, these bounds grow exponentially with time. However, the error growth can be mitigated by several


Fig. 1: Data samples (black dots), actual system trajectory (dashed lines), and the solution set of the data driven differential inclusion (blue).
factors, such as increasing the number of basis functions, increasing the number of data samples, and choosing an interpolant with least Lipschitz constant. In the examples, we show that if the approximation error is sufficiently small, these errors remain within acceptable limits depending on the number of data samples.

Next, we show that differential inclusion (24) admits solutions. We first posit the following.

Assumption 1: For $T \geq t_{N}$, there exists a function $C \in$ $L^{1}\left(\left[t_{N}, T\right], \mathbb{R}^{n}\right)$ such that $|c o\{F\}(\cdot, \cdot, t)| \leq C(t)$ for all $t \in$ $\left[t_{N}, T\right]$.

Proposition 1: Let $T \geq t_{N}$ and Assumption 1 hold. Then there exists a unique (absolutely continuous) solution to the data-driven differential inclusion (24) on $\left[t_{N}, T\right]$.

Proof: See Appendix B.
Note that Assumption 1 implies that differential inclusion (24) does not have solutions that blow-up in finite-time. Indeed, in order for the data-driven differential inclusion (24) to have solutions, we consider Lagrangian systems that do not have solutions that blow up in finite time.

## B. Hamiltonian System

Similar to the previous section, we can obtain a differential inclusion corresponding to (21). That is,

$$
\left[\begin{array}{c}
\dot{p}  \tag{26}\\
\dot{q}
\end{array}\right] \in \operatorname{co}\{G\}(q, p, u), \quad t \geq t_{N}
$$

subject to $p\left(t_{N}\right)$ and $q\left(t_{N}\right)$, where the set valued map $G$ : $T^{*} Q \times U \rightarrow 2^{T^{*} Q}$ is given by

$$
\begin{align*}
& G:(p, q, u) \mapsto\left[\begin{array}{c}
-\frac{\partial \hat{\mathcal{H}}(q, p)}{\partial q} \\
\frac{\partial \hat{\mathcal{H}}(q, p)}{\partial p}
\end{array}\right]+\left[\begin{array}{c}
B(q) \\
0
\end{array}\right] u+\varepsilon_{H} \\
& \varepsilon_{H} \in\left(\underline{\varepsilon}_{H}, \bar{\varepsilon}_{H}\right) \tag{27}
\end{align*}
$$

where the bounds $\underline{\varepsilon}_{H}$ and $\bar{\varepsilon}_{H}$ are computed as described in Section IV-B, $\frac{\partial \hat{\mathcal{H}}(q, p)}{\partial q}=\sum_{i=1}^{d} \alpha_{i} \frac{\partial \phi_{i}(q, p)}{\partial q}$, and $\frac{\partial \hat{\mathcal{H}}(q, p)}{\partial p}=$ $\sum_{i=1}^{d} \alpha_{i} \frac{\partial \phi_{i}(q, p)}{\partial p}$.

At this point, we can state a proposition regarding the existence and uniqueness of solutions to (26). We need the following assumption, which parallels Assumption 1.


Fig. 2: The Duffing oscillator can model the deflections of a MEMs periodically forced beam which is located between two magnets.

Assumption 2: For $T \geq T_{N}$, there exists a function $C \in$ $L^{1}\left(\left[t_{N}, T\right], \mathbb{R}^{n}\right)$ such that $|\operatorname{co}\{G\}(\cdot, \cdot, t)| \leq C(t)$ for all $t \in$ $\left[t_{N}, T\right]$.

The proof of the well-poseness proposition below follows the same lines as of the proof of Proposition 1.

Proposition 2: Let $T \geq t_{N}$ and Assumption 2 hold. Then, the data-driven differential inclusion (26) admits a unique solutions on $\left[t_{N}, T\right]$.

Similar to the case of Lagrangian systems, in order to satisfy Assumption 2, we consider Hamiltonian systems that does not allow trajectories that blow up in finite time.

## VI. Numerical Examples

In this section, we illustrate the proposed learning methods using two examples. For illustration purposes, the basis functions we considered in both examples were polynomial functions. The differential equations were simulated using MATLAB's ode15s function. The corresponding convex optimization problems were solved using the parser YALMIP [23] and the solver MOSEK [24]. All computations were carried out on a Mac OS 2.5 GHz Intel Core i5 with 16 GB of RAM.

## A. Example I: Duffing Oscillator

The forced Duffing equation describes oscillations subject to nonlinear elasticity. For instance, the equation models oscillations of a micro-beam which is deflected toward two magnets [25], [26] (see Figure 2). The forced Duffing equation we consider is given by

$$
\left\{\begin{array}{l}
\dot{q}=p  \tag{28}\\
\dot{p}=q-q^{3}+0.3 \cos (t)
\end{array}\right.
$$

The actual Hamiltonian of the system can be calculated as $H(q, p)=\frac{1}{2} p^{2}-\frac{1}{2} q^{2}+\frac{1}{4} q^{4}$. Note that system is not globally stable. However, it does not possess trajectories that blow up in finite time.

Consider the scenario in which we do not know the system model or the Hamiltonian a priori. However, we run the system from an initial configuration and collect data $\left\{t_{i}, p\left(t_{i}\right), q\left(t_{i}\right), \dot{p}\left(t_{i}\right), \dot{p}\left(t_{i}\right)\right\}_{i=1}^{N}$ (not uniformly) from time 0

TABLE I: Numerical results.

| $\operatorname{deg}(\mathcal{L})$ | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma^{*}$ | 3.100 | 2.1435 | 0.0020 | 0.0012 | 0.0009 |
| Computing Time (s) | 0.9875 | 1.1086 | 1.4307 | 1.8614 | 2.2905 |



Fig. 3: The state evolutions of the Duffing oscillator (blue), the data samples (circles), and the estimated solution. $N=$ 50 (top) and $N=30$ (bottom).
to 5 . Then, we compute the Hamiltonian of the system by solving quadratic program (12).

For $N=50$, Table I shows the obtained results. We can see that, by increasing the degree of the Hamiltonian from degree 4 to $6, \gamma^{*}$ does not decrease significantly, but the computation time increases. Hence, we select the the model derived from the obtained Hamiltonian of degree 4 to check how the approximation error evolves over time. Figure 3 shows the data samples, the actual system trajectory, and the one obtained from the estimated Hamiltonian. Although the estimation error grows over time, but the estimation error remains within acceptable levels even 15 seconds after collecting data. In order to see the effect of $N$, we searched for a degree 4 Hamiltonian function when $N=30$. As expected, Figure 3 indicates that with less data samples, the estimation error grows more rapidly.

The solutions of the data driven differential inclusion (26) can also be seen in Figure 4. The actual solution of the system remains between the two red lines. Therefore, the differential inclusion model can be used to study control properties such safety as described in [15].

One may also wonder how the algorithm performs, if we collect the same amount of data over a larger time span. Figure 5 depicts the result if we collect $N=50$ data samples over 10 seconds instead of 5 . As it is observed, the performance of the estimated model is improved if the sampling is carried out over a longer time span.


Fig. 4: The solutions of the data driven differential inclusion based on the approximated Hamiltonian (the area between the red lines).


Fig. 5: The state evolutions of the Duffing oscillator (blue), the data samples (circles), and the estimated solution.


Fig. 6: The Acrobot system and the model paramters.

## B. Example II: The Acrobot

The Acrobot is an under-actuated planar two-link robotic arm in the vertical plane (working against gravity), with just one actuator at the elbow [27]. It resembles a gymnast (or acrobat) on a parallel bar, who controls his/her motion by applying torque at the waist. Figure 6 illustrates the Acrobot model and the parameters.

The configuration coordinates are $q_{1}$ (the shoulder joint angle) and $q_{2}$ (the elbow relative joint angle). The actual Lagrangian of the system can be represented by (2), i.e., the difference between kinetic and potential energies, where

$$
\begin{aligned}
\mathcal{K}=\frac{1}{2} I_{1} \dot{q}_{1}^{2}+ & \frac{1}{2}\left(m_{2} l_{1}^{2}+I_{2}+m_{2} l_{1} l_{2} \cos \left(q_{2}\right)\right) \dot{q}_{1}^{2} \\
& +\frac{1}{2} I_{2} \dot{q}_{2}^{2}+\left(I_{2}+\frac{m_{2} l_{1} l_{2} \cos \left(q_{2}\right)}{2}\right) \dot{q}_{1} \dot{q}_{2}
\end{aligned}
$$

TABLE II: Parameters to simulate the Acrobot.

| Parameter | Unit | Value |
| :---: | :---: | :---: |
| $l_{1}$ | m | 1 |
| $l_{2}$ | m | 2 |
| $m_{1}$ | kg | 1 |
| $m_{2}$ | kg | 1 |
| $I_{1}$ | $\mathrm{~kg} \cdot \mathrm{~m}^{2}$ | 0.083 |
| $I_{2}$ | $\mathrm{~kg} \cdot \mathrm{~m}^{2}$ | 0.33 |
| $g$ | $\mathrm{~m} / \mathrm{s}^{2}$ | 9.81 |



Fig. 7: The state evolutions of the Acrobot system (blue lines) and the data samples (black circles).
and

$$
\mathcal{P}=\frac{m_{1} g l_{1} \sin \left(q_{1}\right)}{2}+m_{2} g\left(l_{1} \sin \left(q_{1}\right)+\frac{l_{2} \sin \left(q_{1}+q_{2}\right)}{2}\right) .
$$

In order to evaluate the performance of the proposed method, we simulate the dynamics of the system with the initial condition $(\pi, 0,0,0)^{\prime}$ from time 0 to 6 , using the parameter values given in Table II and then select 30 time-ordered data samples randomly to approximate the Lagrangian and then the data-driven differential inclusion (see Figure 7).

In order to approximate the dynamics, we solve optimization problem (8), subject to the matrix $M$ as defined in (22) being positive definite for all data samples. Table III shows the obtained results. For a polynomial of degree 5 , the Lagrangian has an acceptable error margin. Figure 8 illustrates the state evolution of the actual system and that of the dynamics obtained by the approximated Lagrangian for $t \geq 6$. The error margins remain relatively small for 12 seconds. However, they become more significant for $t \geq 18$.

## VII. CONCLUSIONS AND FUTURE WORK

We considered the problem of estimating the Lagrangian or the Hamiltonian of a system from data, for which only limited data about one trajectory is available. The construction methods we introduced use convex optimization (quadratic

TABLE III: Numerical results.

| $\operatorname{deg}(\mathcal{L})$ | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma^{*}$ | 1.5032 | 0.2802 | 0.0104 | 0.0003 |
| Computing Time (s) | 1.0875 | 1.2086 | 1.6019 | 1.9814 |



Fig. 8: The state evolutions of the Acrobot system (blue) and the approximated dynamics (black).
programming) to carry out the computations in an efficient manner. We incorporated the error in our approximations to construct data-driven differential inclusions that can be used for systems analysis and control purposes.

It was shown in the Appendix that the approximation error evolution is a function of the interpolant's Lipschitz continuity. In [28], the authors proposed a method for finding an interpolant with minimum Lipschitz constant. Adopting such interpolation techniques could further minimize the error growth. Future research will also focus on designing controller synthesis techniques based on the approximated Lagrangian and Hamiltonian functions. Such methods should carry out tasks such as tracking or stabilization along with guaranteed robustness or optimality performance. Moreover, in this paper, we assumed the data is not corrupted by noise. In many practical situations, sensor measurement errors lead naturally to measurement noise. A more practical extension of the method considered here should account for noisy data.
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## Appendix

## A. Evolution of Error Bounds Over Time

Assuming that $M$ is constant and invertible, for any selection of (24) (any solution for fixed $\varepsilon_{L}$ ), we have $\operatorname{co}\{F\}=F$ as a single-valued map and
$\| F\left(q^{2}, \cdot, u(t)-F\left(q^{1}, \cdot, u(t)\left\|\leq l_{1}(t)\right\| q^{2}-q^{1} \|, \quad \forall t \geq t_{N}\right.\right.$,
and

$$
\| F\left(\cdot, \dot{q}^{2}, u(t)-F\left(\cdot, \dot{q}^{1} u(t)\left\|\leq l_{2}(t)\right\| \dot{q}^{2}-\dot{q}^{1} \|, \quad \forall t \geq t_{N}\right.\right.
$$

where $\left(q^{i}, \dot{q}^{i}\right) \in T Q, i=1,2$. For constant $M$, following the procedure described in [29, p. 119] using Gronwall inequality, we can show that $\left\|\dot{q}-\dot{q}_{a}\right\| \leq$ $\int_{t_{N}}^{t}\left|M^{-1} \varepsilon_{L}\right| e^{\int_{s}^{t} l_{1}(\theta) d \theta} d s$, and
$\left\|q-q_{a}\right\| \leq \int_{t_{N}}^{t}\left(\int_{t_{N}}^{\tau}\left|M^{-1} \varepsilon_{L}\right| e^{\int_{s}^{\tau} l_{1}(\theta) d \theta} d s\right) e^{\int_{\tau}^{t} l_{2}(\zeta) d \zeta} d \tau$, where $(\cdot)_{a}$ denotes the trajectory when $\varepsilon_{L} \equiv 0$. Defining $\bar{l}_{1}=\sup _{t \geq t_{N}} l_{1}(t)$ and $\bar{l}_{2}=\sup _{t \geq t_{N}} l_{2}(t)$, we calculate

$$
\left\|\dot{q}-\dot{q}_{a}\right\| \leq \frac{\left|M^{-1} \bar{\varepsilon}_{L}\right|}{\bar{l}_{1}}\left(e^{\bar{l}_{1}\left(t-t_{N}\right)}-1\right), \quad t \geq t_{N}
$$

and

$$
\begin{array}{r}
\left\|q-q_{a}\right\| \leq \frac{\left|M^{-1} \bar{\varepsilon}_{L}\right|}{\bar{l}_{1}}\left(\frac{e^{\bar{l}_{1}\left(t-t_{N}\right)}-e^{\bar{l}_{2}\left(t-t_{N}\right)}}{\bar{l}_{1}-\bar{l}_{2}}\right. \\
\left.+\frac{1-e^{\bar{l}_{2}\left(t-t_{N}\right)}}{\bar{l}_{2}}\right)
\end{array}
$$

when $\bar{l}_{1} \neq \bar{l}_{2}$ and

$$
\left\|q-q_{a}\right\| \leq \frac{\left|M^{-1} \bar{\varepsilon}_{L}\right|}{\bar{l}_{1}}\left(\left(t-t_{N}\right) e^{\bar{l}_{2}\left(t-t_{N}\right)}-\frac{1-e^{\bar{l}_{2}\left(t-t_{N}\right)}}{\bar{l}_{2}}\right)
$$

when $\bar{l}_{1}=\bar{l}_{2}$.

## B. Proof of Proposition 1

The set-valued map $\operatorname{co}\{F\}$ is defined as the convex hull of a finite set, i.e.,

$$
\begin{align*}
& c o\{F\}=\underline{\alpha}\left(-M^{-1}(q, \dot{q}) C(q, \dot{q}) \dot{q}-M^{-1}(q, \dot{q}) V(q, \dot{q})\right. \\
&\left.+M^{-1}(q, \dot{q}) B(q) u+M^{-1} \underline{\varepsilon}_{L}\right) \\
&+\bar{\alpha}\left(-M^{-1}(q, \dot{q}) C(q, \dot{q}) \dot{q}-M^{-1}(q, \dot{q}) V(q, \dot{q})\right. \\
&\left.+M^{-1}(q, \dot{q}) B(q) u+M^{-1} \bar{\varepsilon}_{L}\right) \tag{29}
\end{align*}
$$

with $\underline{\alpha}, \bar{\alpha} \in[0,1]$, and $\bar{\alpha}+\underline{\alpha}=1$. Hence, $\operatorname{co}\{F\}$ is closed and convex. It is also measurable in $t$, since $u(t)$ is measurable in $t$ and $F$ is an affine function of $u$ for all $t \geq t_{N}$. Moreover, it is an upper hemi-continuous function of $q$ and $\dot{q}$, since $M>0$ and $\mathcal{L}$ is the finite weighted sum of twice differentiable bases $\phi_{i}$. Finally, if there exist a function $C \in L^{1}\left(\left[t_{N}, T\right], \mathbb{R}^{n}\right)$ such that $|c o\{F\}(\cdot, \cdot, t)| \leq C(t)$ for all $t \in\left[t_{N}, T\right]$, then from [21, Theorem 4.7, p. 102], existence of solutions to (24) follows.

Furthermore, the mapping $c o\{F\}$ is one-sided Lipschitz, i.e., it satisfies
$\left(x_{1}-x_{2}\right)^{\prime}\left(\operatorname{co}\{F\}\left(x_{1}, u\right)-\operatorname{co}\{F\}\left(x_{2}, u\right)\right) \leq l(t)\left\|x_{1}-x_{2}\right\|^{2}$, for some $l: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ and all $t \geq t_{N}, x_{1}$ and $x_{2}$, with $x=(q, \dot{q})^{\prime}$, which follows from the fact that $c o\{F\}$ is a convex hull of differentiable functions and affine in $u \in L^{\infty}([0, T), U)$ for all $T \geq T_{N}$. Then, by [22, Theorem 1, p. 106], we conclude that (24) is admits a unique solution.
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    ${ }^{1}$ A system moves in such a way that the time integral over the Lagrangian takes an extreme value, i.e., $\delta \int_{t_{1}}^{t_{2}} \mathcal{L} d t=0$.
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